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Quantum Computers

Nowadays the information technology is evolving rapidly. The search is primarily focused on the words “compact” and “efficient”. As the number of transistors per cm2 increases rapidly it’s fair to say that as they get smaller, the next computational stage is going to be performed at atomic scale. At this level, the principles of classic physics and mechanics will be taken over by some new concepts: the quantum laws. The point of this is that quantum technology can offer much more than the classical one and although it’s still in its primordial stages, this technology is opening new paths and new horizons in the new computational era. 
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Basic Principles
In a classical computational system a bit can have to physic or logic states: 1 or 0 or, respectively TRUE or FALSE. These two states can be represented in several ways. For instance the voltage between the plates of a capacitor. A charged capacitor could represent a bit value of 1 and an uncharged capacitor – 0. Another way to represent or to code a bit of information could be two different electronic states of an atom But an atom can also have a superposition of two states. If a bit can exist in either of two states then it can also exist in a superposition of the two states. In other words, if we want to chose an atom as a physical bit, then it’s possible to have more than 2 states. It can have both the value 1 and 0 and also any value in between.  To understand the idea of  a quantum object being in  2 states at once here is a very simple experiment.
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Fig1 B   Fig1 C


Fig 1 C

This conclusion, in more technical terms, could be rephrased as fallow:  the photon is in a coherent superposition of being in the transmitted beam and the reflected beam. In the same sort of manner, the atom can be prepared in a superposition of two different electronic states. Such a quantum system with two states is called a quantum bit, or a qubit and it can be prepared in superposition of its 2 logical states 0 and 1.  [2]
If we take a very simple example. Let’s say we have 3 bits. With the classical computation methods, we can store in these 3 bits one of all 3 digit numbers in base 2 at a time. For example: 001, 010, 011 and so on. In total there are 23 = 8  possible numbers which can be stored in this 3 bit register. But a similar quantum 3 bit register would be able to store all these 8 numbers at the same time. So, a N bit quantum register would be able to store numbers 2N numbers at the same time. And the best thing about this is that operations can be performed on all of them at the same time. One way in which we could do this, is by taking quabits as atoms and then with tuned laser pulses we would be able to affect the atomic electronic states. In this way, we would be able to operate on all of them at the same time. During the operation all the numbers in the superposition are affected. This is a parallel computation. In this way it would be able to perform in one computational step 2N  classical operations. To get the same result with a classic computer, it would have to do the computations 2N or one would have to use 2N  processors which are working in parallel at the same time.  [1]
The parallelism comes for free with quantum computing. The output of the algorithm would be the constructive interference between the parallel computations. [4]

Comparison between the two computational systems
All this may not seem very exciting. All it is saying is that the classic computer would have to work more and faster in order to catch up with the quantum computer. But the main idea is that the quantum computer is exponentially faster than the classic computer.  Let’s take an example. Let’s assume that we have a set with N elements and we want to generate all the subsets of the given set.  The smallest important step of a classic algorithm which would have to solve the problem, would be to generate one subset. Because there are 2N subsets of a set with N elements, the complexity of such an algorithm would be O(2N ). So it would take 2N steps to solve the problem. Let’s say that N is 100. Then the total number of operations would be 2100 steps. A modern computer does apx. 3 million basic operations per second and about 1 million complex operations per second. Let’s do some calculations to see how long it would take for a “normal” computer to solve the problem:

The number of steps required to solve the problem is:

2N = 1267650600228229401496703205376 steps
If, a computer can perform 1 million complex operations per second, then it would take:

2N / 1000000 ~ 1267650600228229401496703 seconds

That would take:

(2N / 1000000) / (60 * 60 * 24 * 7 * 365) = 5742419548761639 years

Having this it’s easy to see that it would take more than 5 million billion years to complete all the operations. But, using a quantum computer  with a N bit register, all these steps (2N steps)  can be done in one go.  So there is the extremely big advantage of quantum computers. Several billion years reduced to a single second. Or, rather better, to a single computational step.

Applications (RSA coding)
Another major application of quantum algorithms could be used in cryptography (RSA). Nowadays the bases of the internet security relies upon the idea that (very)large numbers cannot be factorized very easily. Lets take an example: 

If we were to solve this:

X * Y  * Z * T = 2001

Not using a calculator, therefore, only using pen and paper, it would probably take someone an hour to  find the unique integer solution of the problem.

But, on the other hand:

2 * 11 * 7 * 13 = ?

The reverse problem would take only a couple of minutes to solve. And that is not because we’re better at solving this problem rather than the first one,  but because we don’t know algorithms fast and efficient enough. In other words: if we were to solve the second problem with 30 digit numbers, then, using the same “pen and paper” technique, it would require little extra-work. But in order to factorize a 30 digit number using trial and error algorithms, the extra time required would be huge. [2]
 In classical computation there aren’t any algorithms able to factorize numbers in polynomial time.  The best known algorithm with input the number N, has complexity 

O(e(64/9) 1/3 (ln N) 1/3 (ln ln N) 2/3])   

In this case, log10(N) is the size of the input or in other words the number of digits of number N.  As you can see, the complexity of the algorithm varies exponentially with the size of the input. As N grows, the time required to solve the problem grows exponentially.  So, for a 1000 digit number, the time required to solve the problem would be ~ 1025 years. This is considerably longer than the age of the universe. In 1994, an army of mathematicians and computer engineers factorized a 129 digit number. This has taken over 8 months.

On the other hand, a quantum algorithm was produced. It has complexity  O((logN)2+k) where k is small. So, it’s roughly quadratic. So, factorizing a 1000 digit number would take only a few million steps which is a few seconds.  [4]
Applications (AI) 
So far all the new ideas about Artificial Intelligence were just improvements of the old ones and  all the advances made are within the Turing model. But the quantum computation opens new stages and levels of development. 

The dynamics of an isolated quantum system are governed by the Schrodner equation. The system’s future state can be obtained by multiplication by a unitary matrix. The implementation of the algorithm should be focused on trying to find the matrix for the given problem and then map the matrix into a sequential product of smaller matrices. This can be implemented relatively easy. All it’s saying is that a quantum register can store 2N simultaneously, as said before. 

One of the main issues of this type of algorithm is to be able to separate the good solutions from the bad ones,  this algorithm generates all the possible solutions. This must be done without actually looking and checking the solutions because this way, the interaction with the content of the register will make the superposition state to collapse.

Basic algorithms able to do this have been already developed, but of course they are in the earliest stages.  
One of the most important ideas concerning artificial intelligence is that the quantum processes are the basis of biological information processing. One can look at this from 3 perspectives:

Philosofical :  at the deepest level of description, nature is quantum mechanical. 

Neurophysiological :  some researchers have argued  that the microtubules inside the cytoskeleton, which is a web of protein polymers, support coherent macroscopic quantum states. This supports the idea that brain processing is a hybrid between quantum and classical computation.

Behavioral science : human and non-human intelligence have features beyond the most powerful computers. Features such as language and conscience are noncoputable  (classic) processes.

All this and several other examples from Biology, Anatomy, seem to suport the idea that quantum computation would be an immense step done towards obtaining “natural” artificial intelligence.  [3]
Brief History  
The type of problems, that cannot be solved in polynomial time with classic computers are called NP problems. And finding algorithms or technologies methods able to solve them in polynomial time has been a very long mathematical and informatical  quest.

The first approach was made be the Automatic Computing machines  Envisioned by Charles Babbage(1791-1871) as an analytical engine. They were Improved by Alan Turing(1912-1954) with the ideas of Hilbert, Godel. He developed the idea of the “Turing Machine”.The first deep insight into Quantum information theory was made by  Bell’s 1964 analysis of paradoxical thought experiment proposed by Einstein, Podolsky and Rosen in 1935. The Next link were the simple properties of quantum systems (such as unavoidable disturbance in measurement) put to practical use in Quantum Cryptography  by Wiesner 1983, Bennett 1982. A different aproach was taken by Feynman (1982, 1986) who considered  universal simulation ---i.e., purpose built quantum system which could simulate the physical behaviour of any other. In other words, he asked himself the question if a computer could (efficiently) simulate the (quantum) physic processes.  [1]

Paul Benioff of the Argonne Laboratory first applied quantum theory to computers in 1981. And David Deutsch of Oxford proposed quantum parallel computers. Since then he has been one of the most important figures in the development of this new and exciting technology.  [9]
Turing Machines  

One of the biggest achievements of  the humans was to develop a machine able of complex information process outside the human mind. Turing designed a device which has his name: The Turing Machine. 
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This is a conceptual mechanical device which can be capable of simulating all classical computational methods. It has a finite number of internal states and a fixed design. It has a tape with binary values on it, and the machine can read one value at a time. In this case, the tape and the internal state of the machine represent the input (the programme). The machine’s action on reading a symbol depend on the symbol s and the internal state G  of the machine. The actions that can be taken by the machine are either to write a new symbol  s`  or changing the internal state to G` or moving the tape in one direction d  which is left or right. There is a special internal state Halt. This causes the machine to stop working.

The output is printed on the tape    [10]  [2]
The physic principles of quantum computation

I have talked about the possibilities and the mathematical implications of quantum computers. Now I will go into more detail about they can actually be built. 

In principle, building a quantum computer is EASY. We can start with simple logic quantum gates, and integrate them together in quantum circuits.  To better understand this, I’m going to talk a bit about the classic logic gates.

Gates are simple computing devices that perform one logic operation. They are:

NOT

AND

OR

XOR

FANOUT

ERASE

They are devices which receive one or two inputs and produce an output.

Here is the truth table for these gates:

	A
	B
	AND
	OR
	XOR
	NOT B

	0
	0
	0
	0
	0
	1

	0
	1
	0
	1
	1
	0

	1
	0
	0
	1
	1
	1

	1
	1
	1
	1
	0
	0



As you can see, all except the NOT gate, are binary gates. Meaning that they have 2 inputs. All these gates are used in boolean algebra.

Now, let’s analyze the problems that may arise in using these classic gates on a quantum computer.

When trying to build a machine at this scale, one of the biggest problems that arises is the difficulty of dissipated  heat. In 1961, Landauer studied the physical limitations placed on computation from limitation. He was able to show that all the operations could be produced in a reversible manner, that is with no heat dissipating. The first condition for any deterministic device to be reversible is that the input and the output can be uniquely retrievable from each other.  This is called logical reversibility. If a devie is logically reversible, if it can run backwards and forwards it’s also physically reversible. In this case, according to the second law of thermodinamycs  it dissipates no heat.

Now, you can easily see the problem with the classic logic gates. They are not reversible.

There is a way of making them reversible. But first we must consider some none-standard logic gates: FANOUT and ERASE.
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Their meaning is simple. FANOUT duplicates an input, and ERASE deletes an input.  If we consider FANOUT then it’s at least logically reversible.

Landauer showed that it could also be physically reversible. Let us describe a simple model for FANOUT based on Bennett's scheme for a reversible measurement (Fig 2). Here a dark ball is used to determine the presence or absence of a second (light) ball inside a trap. The trap consists of a set of mirrors and may be thought of as a one-bit memory register. If the trap is occupied then the dark ball is reflected and leaves along direction M (with the light ball continuing along its original trajectory); otherwise it passes unhindered towards N. Upon leaving the trap, the dark ball's direction is used to 

populate, or not, another trap.
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Fig. 2 A reversible measurement of the existence of a (light) ball in a trap of mirrors (dark rectangles) . A (dark) ball enters the trap from Y. In the absence of a light ball in the trap the dark ball will follow the path HN. In presence of a light ball (timed to start at X) the dark ball will deflect the light one from its unhindered trajectory ABCDEF to ABGDEF and will follow the path HIJKLM itself. Let us now consider the ERASE operation which is required to ``clean out'' the computer's memory periodically. One type of erasure can be performed reversibly: If we have a backup copy of some information, we can erase further copies by uncomputing the FANOUT gate. The difficulty arises when we wish to erase our last copy, referred to here as the primitive ERASE. 

Consider a single bit represented by a pair of equally probable classical states of some particle. To erase the information about the particle's state we must irreversibly compress phase-space by a factor of two. If we allowed this compressed phase-space to adiabatically expand, at temperature T, to its original size, we could obtain an amount of work equal to KB T ln 2 PRIVATE
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PRIVATE "TYPE=PICT;ALT="(where KB 


PRIVATE "TYPE=PICT;ALT="is Boltzmann's constant). Landauer concluded, based on simple models and more general arguments about the compression of phase-space, that the erasure of a bit of information at temperature T requires the dissipation of at least KB T ln 2 heat (a result known as Landauer's principle) 

The primitive ERASE is not essential in computation. What do we need to compute arbitrary functions using reversible logic? Landauer said that any function could be  made one-to-one by keeping a copy of the input. 

F:a ( (a, f(a))
 How can this be used to perform reversible logic?

One solution is the Toffoli gate:
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where A.B  PRIVATE "TYPE=PICT;ALT="


PRIVATE "TYPE=PICT;ALT="represents an AND gate, A ( B represents an XOR gate and  A represents a NOT gate. We see that this gate is universal, because it performs AND, XOR, NOT or FANOUT depending on its inputs. A combination of many such gates could then be used for any computation and would still be reversible.
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Fig. 3 Three-input three-output universal reversible Toffoli gate. This gate is clearly reversible since a second application of it retrieves the original input.

As noted by Landauer, this procedure leads to an immediate problem because of the absence of the primitive ERASE. The more gates we employ, the more ``junk'' bits we accumulate: At each gate we must save input bits in order to preserve reversibility. In other words a computer built out of reversible logic instead of conventional, irreversible logic gates would behave like 
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with many extra junk bits j(a). 

Bennett solved this problem by showing that the junk bits could be reversibly erased at intermediate steps with minimal run-time and memory costs . The spirit of Bennett's solution may be understood in terms of the following procedure:
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where ft   means uncomputing  f,  as opposed to computing f-1  . First, f is computed, producing both junk bits and the desired output. Then the FANOUT gate is applied to duplicate the output. Finally, we uncompute the original function f by running its computation backwards. This procedure removes the junk bits and the original output. The duplicate, however, remains! 

This completes our discussion of the construction of classical, reversible computers. We have found that reversibility does not bar the logical design of computing machines. Before mapping these ideas to quantum systems, however, we introduce some elementary quantum mechanical notation. 

The most advanced quantum computers have not gone beyond manipulating more than 7 qubits, meaning that they are still at the "1 + 1" stage. However, the potential remains that quantum computers one day could perform, quickly and easily, calculations that are incredibly time-consuming on conventional computers. Several key advancements have been made in quantum computing in the last few years. Here's a look at a few of the quantum computers that have been developed: 

In August 2000, researchers at IBM-Almaden Research Center developed what they claimed was the most advanced quantum computer developed to date. The 5-qubit quantum computer was designed to allow the nuclei of five fluorine atoms to interact with each other as qubits, be programmed by radio frequency pulses and be detected by nuclear magnetic resonance (NMR) instruments similar to those used in hospitals. Led by Dr. Isaac Chuang, the IBM team was able to solve in one step a mathematical problem that would take conventional computers repeated cycles. The problem, called order-finding, involves finding the period of a particular function, a typical aspect of many mathematical problems involved in cryptography. 

In March 2000, scientists at Los Alamos National Laboratory announced the development of a 7-qubit quantum computer within a single drop of liquid. The quantum computer uses NMR to manipulate particles in the atomic nuclei of molecules of trans-crotonic acid, a simple fluid consisting of molecules made up of six hydrogen and four carbon atoms. The NMR is used to apply electromagnetic pulses, which force the particles to line up. These particles in positions parallel or counter to the magnetic field allow the quantum computer to mimic the information-encoding of bits in digital computers. 

In 1998, Los Alamos and MIT researchers managed to spread a single qubit across three nuclear spins in each molecule of a liquid solution of alanine or trichloroethylene molecules. Spreading out the qubit made it harder to corrupt, allowing researchers to use entanglement to study interactions between states as an indirect method for analyzing the quantum information.  [5] [10] [4]

Future for QC  

DARPA has founded a $5 million Quantum and Information Institute (QII) for the purpose of investigating further the possibilities and applications of quantum computers. Many years may go by before we would be able to see quantum computing being applied at commercial scale but there is little doubt that the research on new forms of calculation and error correction will improve the state of digital computing, data compression and error correction. [9]
The level reached by quantum computers nowadays is not very high. It’s still in the “1+1” stages. This quest is going to be very long and hard. But the possibilities and the horizons opened by this new technology are worth every effort.

About the sources 

I have used a variety of resources from internet sites to books. The most useful sources were [2] and [4]. Meaning that they covered a very big variety of topics. Each source tried to make a introduction to the topic. From my point of view, a good introduction and a good start define a good source (most of the times).The best (from this point of view)  was source [10] and source [2].

The variety of topics was very big, and indeed, I found some information which was less useful for my project. For instance, source [10] was mostly on algorithms  and techniques of programming, and a bit less on the physical side. 

But, on the whole, I think that this area is fascinating, and therefore, reading any piece of work on it is very fulfilling.  The sources were very good.

Sources used:

[1] http://www.ce.jhu.edu/bhiriyur/Quantum%20Computation.ppt
[2] http://qubit.physics.ox.ac.uk/oldsite/intros/comp/comp.htm
[3] http://www.computer.org/intelligent/ex1999/pdf/x4009.pdf
[4] http://www-users.cs.york.ac.uk/~schmuel/comp/comp.html
[5] http://computer.howstuffworks.com/quantum-computer.htm/printable
[6] http://computer.howstuffworks.com/framed.htm?parent=quantum-        computer.htm&url=http://www.connect.net/smalling/quantum1.htm
[7] http://qubit.physics.ox.ac.uk/oldsite/QuantumComputationFAQ.html
[8] http://qubit.physics.ox.ac.uk/oldsite/Intros_Tuts.html
[9] http://www.conect.net/smalling/quantum1.htm
[10] JOZEF GRUSKA “Quantum Computing”   1999, University Press Cambridge
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A photon is directed towards a half silvered mirror. Where would the photon be after interaction with the mirror? The probability of being detected by each detector is the same. Does it mean the photon is either in the transmitted beam or the reflected beam? That is not true. 





What happens, is that the photon takes both paths at once.  This can be proven with another experiment. Now the two beams are recombined using two full silvered mirrors. A half-silvered is placed at their meeting point. One would think that the possibilities of reaching detector 1 and 2 are the same, but, in fact there is a probability of 100% of reaching det.1 and 0% of reaching det.2 (fig. 1B).  Now, if an absorbing screen is placed in the way of either two routes, then it becomes equally possible that both detectors will be reached (fig. 1C). So, by blocking one of the paths, we actually allow detector 2 to be reached. But when both paths are free, the photon somehow checks that and then it goes to det.2.  So it has traveled both routes at the same time. 





Table 1  Truth table defining the operation of some elementary logic gates. Each row shows two input values A and B and the corresponding output values for gates AND OR XOR. The output for the NOT gate is shown only for input B.
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